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   The scientific community is paying more attention to the highly developed field of anomaly 

detection in video surveillance. Intelligent systems that can automatically spot unusual events in 

streaming videos are in high demand. This survey article gives a thorough summary of the several 

methods for spotting irregularities in surveillance videos. Both conventional methods—such as 

statistical modeling and motion analysis—and more current strategies—such as deep learning and 

artificial intelligence—are included in these methodologies. The study also identifies each 

technique's advantages and disadvantages as well as prospective uses in real-world situations. It 

also covers the difficulties in developing efficient anomaly detection algorithms for surveillance 

movies and points out potential future research topics. Overall, it is a useful tool for academics 

and professionals involved in the study of violent behavior detection (VioBD). It proposes a road 

map for future research on anomaly identification in surveillance films and provides insights into 

the state of the field now. To ensure the best possible performance of the anomaly detection 

system, it is crucial to keep in mind that the success of anomaly identification in surveillance 

videos significantly depends on the availability and quality of training data. As a result, future 

studies should concentrate on creating reliable feature extraction methods and enhancing the 

readability of anomaly detection models. The survey also says that in order for large-scale video 

data to be used in real-world applications that use anomaly detection systems, future studies 

should look into new ways to make these systems more scalable and effective. 
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1. Introduction 

Due to improvements in camera technolo-

gy, storage capacity, and processing power, 

the field of video surveillance has grown sig-

nificantly over the last few decades. These de-

velopments have made it possible to set up 

massive surveillance systems that can record, 

store, and process enormous volumes of video 

data. The vast amount of video data produced 

by these systems, however, presents a huge 

issue for human operators, who are unable to 

continuously examine all the material. The 

development of automated anomaly detection 

systems that can review surveillance footage 

and alert operators of potential security 

breaches or peculiar occurrences that require 

additional investigation has drawn increasing 

attention as a solution to this problem. 

Finding anomalies in surveillance films re-

quires developing algorithms that can identify 

behaviors or events that are out of the ordinary 

in a particular environment. This task can be 

particularly challenging given the complexity 

and variety of real-world scenarios as well as 

the requirement that algorithms operate in re-

al-time without any lag or delay. Furthermore, 

the algorithms' capacity to distinguish between 

typical and abnormal occurrences must be ex-

tremely accurate if false positives or negatives 

are to be avoided.  

Machine learning algorithms that can automat-

ically learn from training data and recognize 

patterns of normal behavior are only one of 

the many methods that have been proposed to 

accomplish this. Utilizing deep learning strat-

egies like convolutional neural networks 

(CNNs), which have shown promising out-

comes in the identification of anomalies in 

surveillance films, is an additional strategy. 

But how effectively these algorithms’ function 

depends a lot on the type and quantity of train-

ing data offered as well as the particular fea-

tures used to characterize both normal and ab-

normal behavior. The following are this 

study's main contributions: 

• Extensive Survey: The techniques utilized 

for anomaly identification in security foot-

age are covered in detail in this research. It 

covers more modern tactics like deep 

learning and artificial intelligence in addi-

tion to more traditional ones like statistical 

modelling and motion analysis. This sur-

vey provides scholars and industry experts 

with a helpful resource by compiling and 

summarizing different approaches. 

• Identification of Benefits and Drawbacks: 

The research lists the benefits and draw-

backs of several anomaly detection meth-

ods for surveillance footage. Through a 

well-rounded examination of the ad-

vantages and disadvantages of every 

methodology, scholars and professionals 

can make knowledgeable choices when 

choosing and applying these techniques in 

practical settings. 

• Prospective Uses in Real-World Circum-

stances: This paper explores the possible 

real-world uses for anomaly detection 

methods. Through elucidating the prag-

matic applications of these techniques, the 

study offers discernments into their effec-

tive implementation to augment security 

and detect anomalies in surveillance re-

cordings. 

• Future Research Roadmap: Based on the 

work, a future research roadmap for anom-

aly identification in surveillance videos is 

proposed. It highlights issues and possible 

research directions that should be pursued 

in order to raise anomaly detection sys-

tems' efficacy and efficiency. This road 

map can direct upcoming studies and 

stimulate fresh approaches to the field's 

exploration. 

Overall, the thorough review, benefits, and 

drawbacks analysis, potential applications in 

practical settings and research roadmap for 

anomaly detection in surveillance footage are 

the main contributions of this work. 

This paper is set up as follows: Section 2 rep-

resents usual datasets in violence detection 

field. The approaches for segmentation and 

feature extraction and selection are briefly ex-

plained in Section 3. Section 4 explains the 

violence detection techniques. Finally discuss 

some of research challenges briefly.  

 

1. Overview of surveillance videos datasets 

To learn and understand activity recognition, 

anomaly detection has been thoroughly ex-

plored in a variety of domains, including com-

puter vision. Due to the intricacy of real-world 
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events, this work might become exceedingly 

difficult. It is hard to compile all abnormal in-

cidents because there are many of them. 

Thankfully, a variety of datasets have been 

created to aid scientists and researchers in this 

effort. These datasets are sensitive to occlu-

sion and variations in lighting because they 

were primarily collected in the visible spec-

trum. In this part, we provide a quick over-

view of various well-known datasets that are 

currently being used by academics to identify 

behavioral anomalies. The datasets are ar-

ranged chronologically, going from the oldest 

to the newest. We list the dataset's release 

year, kind (single-scene or multi-scene), sen-

sor information (RGB or thermal, resolution, 

FPS), description of aberrant activity, and 

sample photographs for each dataset. 

• Subway dataset 

Adam et al. first mentioned the tube dataset in 

their 2008 publication [1]. Another kind of 

single-scene dataset is one like this. Figure 1 

shows two extensive video recordings from 

this dataset of people being observed at a tube 

entry and departure. No spatial ground truth is 

available. The video comprises a total of 

125,475 frames and was captured in grayscale 

format at 15 frames per second with a resolu-

tion of 512 x 384. The main anomalous events 

are a caretaker cleaning the walls, incorrect 

turns, loitering, no payment, persons jumping 

or squeezing through turnstiles, and loitering. 

 

 
Figure 1: Shows a selection of photos from the Subway Dataset. 

 

• UMN Crowd Abnormality Dataset 

The UMN dataset was first introduced in the 

2009 study by R. Mehran.et.al[2]. The video 

scenario represented a populous region where 

actors were seen walking about and acting 

strangely as they fled. Because it was captured 

in many locations, this dataset can be regarded 

as a multi-scene dataset. 

A total of 11 small videos from the dataset are 

combined into one 4min 17s long video with 

7739frames. The brief videos start out with 

normal behavior before switching to bizarre. 

There is only one interior setting and two out-

side scenarios. The videos were all shot with a 

static camera at a resolution of 640×480 and a 

frame rate of 30FPS. A temporal annotation 

represents the true situation. Several examples 

of the video's pictures are shown in Figure 2. 

• Anomalous Behavior Dataset 

In 2010, York University published The 

Anomalous Behavior Dataset [3]. 

The dataset includes eight multi-scene record-

ings that were captured under a variety of dif-

ficult circumstances, including lighting ef-

fects, scene clutter, changeable target appear-

ance, quick motion, and camera jitter. 

 

Figure 2: Shows a selection of photos from the UMN dataset[2]. 
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Along with algorithms for identifying anoma-

lous events in specific regions of each video, a 

spatiotemporal ground truth was also made 

available to the dataset. Figure 3 shows the 

image sequences in this collection primarily 

highlight the activities of people and vehicles 

in certain common places, such as a railway, 

river, sea, and airport. 

 

 

Figure 3: Shows a selection of photos from the Anomalous Behavior Dataset 
 

• Traffic-rail: This video shows routine rail 

operations. Given the significant changes in 

illumination and camera jitter, this film pre-

sents many difficulties. The film consists of 

19,218 RGB image frames with a frame rate 

of 25 FPS and a resolution of 288 x 386. The 

movement of a passenger is an unusual event. 

• Belleview: This clip shows automobiles nav-

igating a junction. There are 2918 total frames 

in the grayscale video, which is captured at a 

resolution of 320 x 240 at a frame rate of 10 

FPS. Cars entering the highway from the left 

or right constitute an abnormal incident. 

• Boat-Sea: In this video, a passing boat is re-

ferred to as an unusual occurrence. The video 

comprises 450 total frames and was captured 

in RGB format at 720x576 resolution and 19 

frames per second. 

• Boat-River: In this film, a boat crossing a 

river is depicted as an unusual occurrence. The 

movie contains 250 total frames and was cap-

tured in RGB format at a resolution of 

720x576 with a frame rate of 5FPS. 

• Canoe: In this video, a canoe crossing a river 

is described as an unusual occurrence. The 

movie contains 1050 total frames and was cap-

tured in RGB format at 320x240 resolution 

and 30 frames per second. 

• Camouflage: In this video, a person wearing 

camouflage is shown moving. The proper mo-

tion is taught as the norm, while the incorrect 

motion is the aberrant behavior. The movie 

has a total of 1629 frames and was captured in 

RGB format at 320×240 resolution and 30 

frames per second. 

• Airport-WrongDir: In this video, a queue of 

travelers is seen moving through an airport. 

The movie has a total of 2200 frames and was 

captured in RGB format at a resolution of 

300x300 at a frame rate of 25FPS. People 

traveling in the wrong way is a strange occur-

rence. 

• Avenue Dataset 

The 37 movies in this dataset [4], which 

was published in 2013, are split into 16 typical 

videos for training and 21 atypical videos for 

testing. RGB single-scene is the dataset's type. 

47 anomalous occurrences in all, divided into 

three primary categories: odd behavior, odd 

object, and improper direction. These record-

ings, which comprise 30,652 frames (15,328 

for training and 15,324 for testing), were shot 

on the CUHK campus avenue. Each image 
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series has a 640 x 360 resolution and a 25 FPS 

frame rate. Both temporal and spatial annota-

tions were given by the author. Below are 

three examples of typical anomalous events in 

Figure 4: 

1.Strange behaviors: running, tossing things, 

and lingering are examples. 

2. Wrong direction: individuals travelling 

against the flow. 

3. Abnormal items: individuals walking about 

with odd objects like bicycles. 

 

 

Figure 4: Shows a selection of photos from the Avenue Dataset. 

 

• UCSD Anomaly Detection Dataset  

Two sub datasets, Pedestrian 1 and Pedestrian 

2, are part of this dataset [5], which was pub-

lished in 2013. Both have a 10 FPS, 238 x 158 

grayscale image sequence for pedestrian num-

ber one and 360 x 240 for pedestrian number 

two. Each dataset consists of only one scenar-

io. Both have testing recordings with anoma-

lous events and training videos with only nor-

mal behaviors. The dataset was captured using 

a static camera that was mounted on a lift and 

looked down at the paths for pedestrians as 

Figure 5. The unusual occurrences consist of 

the following: 

• Unusual pedestrian motion patterns, such 

as people strolling across a sidewalk or in 

the grass surrounding it.  

• The movement of non-pedestrian entities 

such as bikers, skaters, and small carts on 

the walkways. 

 

 
 

Figure 5: Shows a selection of photos from the UCSD Anomaly Detection dataset. 
 

• ShanghaiTech Campus Dataset 

In 2016, this dataset [6] was made availa-

ble. It has 107 test movies with 130 anomalous 

occurrences and 330 training videos with only 

normal events. There are 317,398 total frames, 

and 17,090 of them are irregular. An RGB 

camera with a resolution of 856×480 at 24FPS 

was used to gather the dataset while looking 
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over pedestrian paths. It is made up of 13 

scenes (multi-scenes), each having its own 

complicated lighting, camera angles, and 

anomaly types, most of which are connected 

to odd things, peculiar directions, and odd ac-

tivities as Figure 6. 

• Weird behaviors include fleeing, robbing, 

pushing, jumping over fences, dropping 

things, hurling things, and fighting. Here 

are some examples of pictures. 

• Wrong way: There are times when some-

one goes in the opposite direction of what 

they generally do. 

• Abnormal objects: In this scenario, a per-

son is seen carrying an odd object, like a 

bicycle or pram for a child. 

• Weird behaviors include fleeing, robbing, 

pushing, jumping over fences, dropping 

things, hurling things, and fighting. Here 

are some examples of pictures. 

• Wrong way: There are times when some-

one goes in the opposite direction of what 

they generally do. 

• Abnormal objects: In this scenario, a per-

son is seen carrying an odd object, like a 

bicycle or pram for a child. 

 

 
Figure 6: Shows a selection of photos from the ShanghaiTech dataset. 

 

• UCF-Crime Dataset 

In 2018 [7], the UCF-Crime dataset was 

made public. This dataset is a collection of 

128 hours' worth of 1900 online films that 

were shot with numerous RGB cameras in var-

ious locations (multi-scene). Abuse, arrest, 

arson, assault, car accident, burglary, explo-

sion, fight, robbery, shooting, stealing, shop-

lifting, and vandalism are a few examples of 

unusual occurrences. The event recognition of 

13 group activities and anomaly detection in 

each individual group are the two main objec-

tives that these movies, which represent 13 

real-world events, can be utilized for. Only 

temporal annotations were provided by the 

authors. Some sample photographs from the 

dataset are shown in Figure 7. 

 

 

Figure 7: Shows a selection of photos from the UCF-Crime Dataset. 
 

2. Preprocessing  

The benchmark datasets that have been dis-

cussed are merely compilations of raw video 

and image data. Prior to being fed into the ML 

algorithms, these data must be preprocessed. 

The performance of a video surveillance sys-

tem is significantly impacted by the proce-

dures of feature engineering and data prepara-

tion. These procedures involve a number of 

steps for the vision-based domain, such as fea-

ture representation extraction, foreground ex-

traction, and backdrop creation. Reduced 

noise, important representation feature selec-

tion, high-dimension feature transformation 

into the sub-space domain without losing vital 

information, and reduced overfitting problems 

are the primary goals of the feature engineer-

ing process. There are many obstacles, though, 
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like shifting lighting, complex backgrounds, 

occlusion, or fictitious interactions between 

the subjects. 

• Segmentation 

Segmentation is the first step in the prepa-

ration of data. The target subjects are extracted 

from pictures or videos using segmentation. 

Techniques for foreground extraction and 

background construction are included in seg-

mentation. backdrop creation algorithms strive 

to identify a scene's overall representative 

qualities and the subjects they identify are 

subsequently analyzed depending on how the 

current frame differs from the produced back-

drop [8]. When employed with fixed cameras, 

background-building techniques are extremely 

effective for tracking moving items in an im-

age. 

In the multi-modal domain with adaptive pa-

rameters, several statistical approaches of 

background generation, such as [9][10], can 

perform well; nevertheless, their effectiveness 

is significantly hampered by ambient noise or 

bad lighting circumstances. The neural net-

work-based methods described in [8][11][12] 

can get beyond these restrictions, but they tend 

to overfit the data. The aim of the application 

heavily influences the technique selected. A 

foreground extraction-based segmentation 

technique is required for dynamic backdrop 

recording with moving cameras. To separate 

target subjects from the backdrop of a video 

sequence, both spatial and temporal data are 

analyzed. The authors in [13][14] effectively 

recovered the targets from the video recording 

by moving the camera while dealing with oc-

clusion and distortion using an optical flow 

technique; nevertheless, their methods are in-

tricate and time-consuming. Foreground seg-

mentation, which was susceptible to noise but 

needed little computational resources, was al-

so carried out using temporal information in 

[15]. Markov random fields were employed in 

references [16] to maintain the borders and 

manage complex backgrounds, but these tech-

niques are not computer-efficient. 

Both background and foreground infor-

mation have been attempted to be used by 

several of the proposed approaches for video 

anomaly identification. Two decoders were 

introduced by Lai et al. [17] in their network 

that produced a future frame and RGB differ-

ence. By identifying objects in a movie, Doshi 

et al. [18] employed a pretrained object detec-

tion model (YOLO) to capture location and 

appearance data. Contrarily, Cai et al. [19] 

employed an optical flow clip and an image 

clip as input to record structure and motion 

data. The fused feature was then taken from 

two encoders and used by two decoders to 

create a future frame and optical flow image. 

• Feature Extraction and Selection 

The right properties for comprehending 

human behaviors were extracted using a hand-

crafted feature-based extraction method [20]. 

These techniques can only be used under spe-

cific circumstances and are not adaptable to 

different situations. They take a lot of time and 

are ineffective on computers. New representa-

tive characteristics, which may be divided into 

local, global, and semantic features, were used 

by researchers. These attributes have amply 

demonstrated their benefits and resistance to 

noise and dynamic settings. 

• Utilizing local descriptor techniques, local 

representative features regulate the local quan-

tification of an image's input region. They de-

scribe each section in an image separately, 

considering their specific location. A HOG 

(histogram of gradients) is a fundamental 

method for extracting a local description of the 

gradient magnitude and direction of picture, 

claim [20]. Although a HOG is only useful for 

human detection at fixed sizes, it is unaffected 

by changes in photometry. However, it con-

tains high-dimensional features, which are 

wasteful for calculating and unsuitable for re-

al-time applications. The Scale-Invariant Fea-

ture Transform (SIFT) was used in [21] and 

demonstrated invariance to geometric and 

photometric translation, even with 3D projec-

tion. The speed-up robust feature (SURF) 

method [22] is faster than SIFT while main-

taining the excellent quality of the detection 

points. Finally, by preserving the edge struc-

tures of the target subjects, the [23] shape-

based local feature descriptor demonstrated 

that it was noise-resistant. But silhouette seg-

mentation is the major technique used in the 

preprocessing stage. 

• In order to regulate the global quantization of 

an input image and create a feature vector that 

reflects the contents of the image abstractly, 

global representative features need an image 
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descriptor. In [24], The crucial details of the 

corners, edges, ridges, and optical flow were 

meticulously captured by the global de-

scriptor. The camera depth can be used to 

readily retrieve these characteristics; however, 

they are scene-specific and lack general in-

formation. In [25], some researchers exploited 

3D-space-time volume to extract background-

independent 3D global feature vectors. These 

3D characteristics were, however, extremely 

susceptible to occlusion and noise. The dis-

crete Fourier transform (DFT) was also used 

in [26] to convert spatial features into frequen-

cy features, despite the possibility that the in-

verse procedure may lose the spatial and tem-

poral information necessary to identify the 

anomalous target subjects. 

The process of extracting, identifying, and 

matching a feature or object from a single vid-

eo frame is known as Feature extraction (FE). 

This explains the Feature extraction and en-

coding methods used in Anomaly detection in 

surveillance videos. Chandrakar et al. [27] 

recommended a video anomaly detection 

(VAD) centered on Gaussian Process Regres-

sion (GPR) in addition to localization and 

presentation of hierarchical features. An inter-

action codebook was created and modelled by 

GPR. A method for estimating the likelihood 

of an observed interaction was devised using 

inference. The global steady anomaly masks 

and these local likelihood scores were com-

bined. As a result, anomalies might then be 

quickly discovered. GPR was used to model 

the link between the nearby STIP for Anomaly 

detection. This method, which required less 

computing, outperformed the best ones. How-

ever, this strategy did not address complex 

causality. 

For the FE of VAD, Roberto Leyva et al. [28] 

constructed a Gaussian Mixture Model. An 

inference process that approximated the com-

pact feature set using the Gaussian Mixture 

Model, Markov Chains, and Bag-of-Words 

was used to look for unusual events. The joint 

reactions of the models to the local spatiotem-

poral neighborhood were also taken into con-

sideration to improve detection accuracy. 

Popular current datasets were collected, which 

included a wide range of real-world videos 

that were recorded using security cameras. 

Other online methods outperformed them. The 

framework acquired a competitive detection 

performance when measured against the best 

non-online approaches. However, lengthy pro-

cessing durations were required. 

A particle filter-centered approach for feature 

series retrieved from videos was devised by 

Xinwen Gao et al. [29]. The entire procedure 

included particle filter tracking in addition to 

feature series development. An L2-norm ex-

tractor was modelled with an optical flow as 

its focal point to represent the features of the 

video. The particle filter then maintained these 

feature series on course. The occurrence of 

anomalous occurrences may be the source of 

the shift in the features series as well as a larg-

er mistake on the PF tracking. This made it 

possible for the computers to understand and 

describe the instances of abnormalities. con-

sidered as the UMN dataset. The algorithm's 

frame-level detection accuracy was 90%. 

However, when compared to deep neural net-

works (NN), the particle filter's generalization 

capacity was substantially lower in terms of 

data fitting. 

A fully interconnected Convolution 3D(C3D) 

was created by Muhammad Zaigham Zaheer 

et al. [30] with the goal of FE of anomalous 

films. The self-reasoning-centered training 

was carried out using pseudo labels created by 

binary clustering of spatiotemporal video 

characteristics. It helped to reduce the noise 

that was displayed on the labels of anomalous 

videos. To achieve the goal of more accurate 

AD, the primary network and clustering were 

urged to function in tandem. We used freely 

available real-world AD datasets from UCF-

crime, ShanghaiTech, UCSD, Ped2, and oth-

ers. The framework's advantage over the most 

effective methods already in use was demon-

strated. For larger fragments, the processing 

time was increased. 

To reduce the FE in surveillance footage, 

JunY. Lim et al. [31] constructed a deep mul-

tiple-level feature network. For depiction 

learning, a dataset was built in a setting with 

no rules and handguns. For creating a dataset, 

a collection of 250 recorded videos and more 

than 2500 unique labeled frames was consid-

ered. According to the comparative receptive 

field, the backbone's shallow, medium, and 
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deep features were combined to improve the 

base features. Focal Loss was added as its cat-

egorization loss to help with the detection of 

smaller weapons. The accuracy of the suggest-

ed model was 87.42%. 

3. Techniques for Detecting Anomaly in 

Surveillance Videos 

Violence is often understood to be unex-

plained events or behaviors. Utilizing comput-

er vision to recognize these actions in security 

cameras is a common issue in the realm of ac-

tion detection [32]. Scientists have discussed 

numerous strategies and techniques for spot-

ting violent or unexpected events, stressing the 

necessity for more effective identification as 

seen by the sharp increase in crime rates. 

Over the past few years, numerous tech-

niques for detecting violence have been creat-

ed. Machine learning and deep learning are 

two of the three categories of violence detec-

tion methods, and they are separated according 

to the classifier that is employed. The main 

objective of a violence detection system is to 

identify events as they take place so that po-

tentially harmful situations can be avoided. 

Nevertheless, it is crucial to understand a few 

fundamental ideas. The basic steps of video-

based violence detection systems are shown in 

Figure 8. 

 
Figure 8: Basic phases of violence detection in surveillance videos [32]. 

 

A K-means algorithm was developed by Sahu 

et al. [33] with the goal of effective crowd 

AD. Many DL-centered as well as manually 

crafted feature-centered approaches were out-

performed in terms of accuracy. The presenta-

tion of a low-power FPGA implementation. 

Non-overlapping pixels were used in the fea-

ture extraction process. This made it possible 

to gate inputs to several modules, resulting in 

high power efficacy. The maximum amount of 

energy per pixel required was 2.43nJ, and 

126.65 M-pixels could be processed in a sec-

ond. Outliers and noisy data weren't dealt 

with. 

A single-class Support Vectors Machine 

(SVM) was created by Claudio Piciarelli et 

al.[34] with the intention of detecting anoma-

lous occurrences that are trajectory-centered. 

Trajectory analysis, a method with several ap-

plications—most notably VS along with traffic 

monitoring—was used to specifically solve 

AD. The approach was centered around SVM 

clustering. The detection SVM capabilities 

were used to identify anomalous trajectories. 
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Trajectory categorization required particular 

attention because there was no prior 

knowledge of how the outliers were distribut-

ed. The efficacy of the method was estab-

lished. However, it did not demonstrate that 

the system had strong generalization capabili-

ties when classifying previously unknown pat-

terns. 

Xinfeng Zhang et al. did a K-Nearest Neigh-

bor (KNN) analysis with a focus on localiza-

tion and VAD. A method for detecting anoma-

lies spanning time and space was presented by 

examining whether the similarities between 

the testing samples and the recovered K-NN 

samples followed the pattern distributions of 

homogeneous intra-class similarities. It was 

'1'-class learning that was unsupervised and 

didn't require prior knowledge or clustering. 

Because probability was employed to make 

the assessment and the computation of proba-

bility was unaffected by motion distortions 

brought on by perspective distortion, this sys-

tem had an advantage over current ones in that 

it could adapt to the entire picture. However, 

because this system required tailored training 

for various settings, the exceedingly sluggish 

training tempo limited its full implementation. 

Sondos Fadl et al. [35] suggested using a 

Gaussian RBF multiple class SVM (RBF-

MSVM) to identify fake surveillance videos. 

A technique for detecting interframe forgeries 

was created using a 2DCNN of spatiotemporal 

information and feature extraction fusion. Du-

plication, insertion, and frame deletion were 

all present. It was demonstrated that the tech-

nique was effective in finding every inter-

frame fake. However, the lack of motion mod-

eling made it unsuitable for usage in videos. 

Shaoci Xie et al.[36] suggested using machine 

learning to identify aberrant behavior models 

and detect crowds in video footage. The objec-

tive was to learn divergent data mining while 

also attempting to improve detection accuracy. 

It was decided to render an IDSAD model in 

the absence of user behavior AD. It was made 

easier to visualize user activity patterns and 

behavior profiles. The job of similarity was 

used. The results of an experiment using data 

from UNIX user shell commands showed that 

the detection architecture offered better detec-

tion performances. Estimating the ideal se-

quence length for certain users was challeng-

ing. 

We examine the DL for actual anomaly detec-

tion on surveillance films in this section. Nu-

merous techniques for classifying video activi-

ties have been developed as a result of the 

successful demonstration of DL for image 

classification [37]. Table 1 discusses the deep 

learning methods for anemology detection. 

Table 1: List of deep-learning classifiers for anomaly detection in CCTV. 

Ref.  

&year 
Techniques Datasets Results disadvantages 

[38] 

2020 
IBaged-FCNet UCF-Crime-dataset AUC:92.06% 

Significantly slower than other sys-
tems. 

[39] 

2019 

Deep 3-dimensional-

Convolutional-

network(C3D) 

UCSD and Ave-

nue,Subway. 

 

AUC:82.1% 

Poor knowledge about temporal 
order information in the training 
videos. 

[40] 

2019 

Convolution-Long-shorts-

Term-memory(CLSTM) 
Ped2 AUC:96.5% 

Not appropriate for detecting non-

obvious anomalies. 
[41] 

2020 
CNN PETS2009, and UMN Acc:98.39% High computational complexity. 

[42] 

2020 

Deep-Spatiotemporal-

Translations-

Network(DSTN) 

UMN,CUHK 

,Avenue,UCSD, pedes-

trians 

AUC:83.1% 
Degrade the performance for com-

plex scene detection. 

[43] 

2018 
Fuzzy-theory 

Publicly available data-

set 
Acc:93.4% 

Increase the false rate for complex 
situations. 

[44] 

2018 
Generative-NNs 

UCSD,Avenue, 

UMN,additionto-PETS 
Acc:98.8% 

The model parameters oscillate, 

destabilize in addition to never con-

verge. 

[45] 

2016 

Adaptive Intra-frame 

Classifications Network 
UCSDPed1 datasets AUC:95.1% 

Manual segmentation of sub re-

gions. 
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Ref.  

&year 
Techniques Datasets Results disadvantages 

 

[46] 

2020 
CNNs 

publically accessible 

data set 
Acc:95% 

Reduce the system accuracy for 

camera redirecting detection. 

[47] 

2021 
CNN COCO Acc:78.9% 

Increase the processing time for 

complex features. 

[48] 

2021 

Reinforcements Learning 

Model 
UCSD Acc:85.30% 

Degrade the performance for 

complex features. 

[49] 

2021 
MRCNN UCSDped2 Acc:94% 

Trained with particular real-time 

scenarios. 

[50] 

2020 

Multi-layer perception 

(MLP) recurrent 

NN(RNN) 

Real-world-dataset 

 
Acc: 98.30% 

Less efficiency. 
 

[51] 

2021 
3DCNN 

UCSD,Ped2, Shang-

haiTechs, and 

Avenue 

AUC:96.9% 
Trained with small datasets. 
 

[52] 

2020 

Fully Convolutional Net-

work(FCN) 
UCSD and Avenue Acc:94.9% 

Intricate conditions like the 

changing scenes have difficulties 

to study the proper appraisal of 

the distribution parameters due 

to lack of enormous similar nor-

mal events. 

[53] 

2021 

Cognitive-memory-

augmented-network 

(CMAN) 

Ped 2 96.2% Trained with small datasets. 

[54] 

2021 

Single and multi-frame-

anomaly-detection 
Ped 2,Avenue 97.5%-87% 

Not appropriate for detecting non-

obvious anomalies. 

[55] 

2021 

Multi-Level-Memory-

modules in an Autoencod-

er 

with-Skip-

Connections(ML-

MemAE-SC) 

Ped 

2,Avenue,ShanghaiTech 
99.3%,91.1%, 
76.2% 

The model parameters oscillate, 

destabilize in addition to never con-

verge 

[56] 

2021 

Autoencoder with a 

MemoryModule (AMM) 

Ped 

2,Avenue,ShanghaiTech 
97.2%,87.9% 
,70.2% 

Significantly slower than other sys-

tems. 

[57] 

2021 

Explanation for Anom-

alyDetection 
Pad1,Ped 2 73%,80% 

Reduce the system accuracy for 

camera redirecting detection. 

[58] 

2022 

Attention-based adversari-

al-autoencoder (A3N) 

Pad1,Ped 

2,Avenue,ShanghaiTech 
90.7%,97.7% 
89.4%,86.9% 

Poor knowledge about temporal 

order information in the training 

videos. 
[59] 

2022 
GroupActivities for AD Pad1,Ped 2,Avenue 

84.4%,95%, 
82.3% High computational complexity. 

[60] 

2022 

Variationa-lAnomaly-

Detection-Network 

(VADNet) 

Ped 

2,Avenue,ShanghaiTech 
96.8%,87%, 
75% Less efficiency. 

[61] 

2022 

Context-related video 

anomaly-detection 

Ped 

2,Avenue,ShanghaiTech 

96.3%,87.1% 
,73.6% 

Manual segmentation of sub re-

gions. 

[62] 

2022 

Localization-based-

Reconstruction(LBR) 

Pad1, Ped 

2,Avenue,ShanghaiTech 

81%,97.2% 
92.8%,72% 

The model parameters oscillate, 

destabilize in addition to never con-

verge 

[63] 

2022 

Foreground–Background 

SeparationMutual 

GenerativeAdversarial 

Network(FSM-GAN) 

Ped 

2,Avenue,ShanghaiTech 

98.1%,80.1% 
,73.5% 

Trained with particular real-time 

scenarios. 

[64] 

2023 

Dual-stream-memory-

network 

Ped 

2,Avenue,ShanghaiTech 

98.3%,88.6% 
,75.7% 

Increase the processing time for 

complex features 

[65] 

2023 

Attention-based residual-

autoencoder 

Ped 

2,Avenue,ShanghaiTech 

97.4%,86.7% 
,73.6% 

Less efficiency. 
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&year 
Techniques Datasets Results disadvantages 

[66] 

2023 

Bi-directional-Frame In-

terpolation 

Ped 

2,Avenue,ShanghaiTech 

98.9%,89.7% 
,75% 

Not appropriate for detecting non-

obvious anomalies. 

[67] 

2023 

Zero-shot-Cross-domain-

VideoAnomaly 

Detection(zxVAD) 

Pad1, Ped 2,Avenue 
78.6%, 
95.8%,83.2% 

Increase the processing time for 

complex features 

 

4. Research Challenges 

The following list of key challenges is 

based on the review of the studies mentioned 

above: 

1. Lack of better datasets: Due to the uneven 

distribution of normal and abnormal data 

behavior, there are very few publicly avail-

able benchmarked datasets for anomaly 

identification. 

2. Environmental difficulties: Difficulties in 

the environment, such as background noise, 

occlusions, and illuminations, might make 

it difficult to detect anomalies accurately. 

3. High computational space and temporal 

complexity characterize the majority of the 

known algorithms. Therefore, creating a 

straightforward, effective, and precise 

method remains a difficult task.  

4. Dynamic behavior in anomalies: Since 

anomalous events are uncommon and their 

behavior is typically sparse, no single tech-

nique can be used to identify every kind of 

anomaly. 

5. Atmospheric Turbulences: The visuals in 

the film are blurred by fluctuations in the 

refraction and reflection of light, smoke, 

and fog, which are common atmospheric 

problems. 

 

5. Research Gaps 

The following are a few possible research 

gaps that this study could look into further: 

Limited Assessment of Real-World Perfor-

mance: Although the study covers the benefits 

and drawbacks of several anomaly detection 

methods, a thorough assessment of their effec-

tiveness in actual use may be lacking. Subse-

quent investigations may concentrate on carry-

ing out tests and analyses utilizing authentic 

surveillance video collections in order to ap-

praise the efficiency and resilience of these 

techniques in real-world situations. 

Absence of Standardized Benchmarks: 

Evaluation metrics and benchmarks are not 

standardized in the field of anomaly identifica-

tion in surveillance films. This makes it diffi-

cult to fairly compare and benchmark various 

methods. Subsequent investigations may focus 

on developing uniform standards and assess-

ment procedures to enable impartial compari-

sons and foster progress in the domain. 

Privacy and Ethical Issues: The paper 

makes a passing reference to the necessity of 

protecting the privacy and addressing ethical 

issues when implementing anomaly detection 

systems. However, more research can examine 

alternative privacy-preserving strategies, go 

deeper into the ethical implications of surveil-

lance technologies, and look into ways to 

strike a balance between security and privacy 

when analyzing surveillance video. 

Interpretability and Explainability of Algo-

rithms: The study recognizes that there is a 

need to enhance anomaly detection algorithms' 

interpretability and explainability. Subsequent 

investigations may concentrate on creating 

comprehensible models and methodologies 

that offer perspectives into the logic underly-

ing anomaly identification. This can promote 

human comprehension and decision-making 

while also strengthening systemic trust. 

Scalability and Effectiveness: Improving 

the surveillance video anomaly detection sys-

tems' scalability and efficacy is touched upon 

in passing in the paper. With the volume and 

complexity of surveillance video data grow-

ing, there is a need for more studies to deter-

mine how to make these algorithms more scal-

able. Furthermore, studies can concentrate on 

enhancing computational effectiveness to fa-

cilitate real-time anomaly identification in 

massive video streams. 

 

Future research can improve anomaly iden-

tification in surveillance footage and offer 

workable solutions to improve security and 

public safety by filling in these research gaps. 
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6. Conclusion 

The necessity for systems that automatically 

recognize violent incidents grows in direct 

proportion to the expansion of surveillance 

cameras to monitor human activity in all 

spheres of life. The identification of violent 

activity has emerged as a hot topic in comput-

er vision, drawing new researchers. For identi-

fying these activities in movies, numerous 

scholars have proposed numerous techniques. 

Examining the most recent research in vio-

lence detection is the main goal of this sys-

tematic review. In this study, various feature 

extraction, machine learning, and deep learn-

ing-based video violence detection methods 

were investigated. We started by examining 

the most popular methods for extracting and 

characterizing features. Additionally, all da-

tasets and video attributes were used across all 

methodologies, and those that are essential to 

identification are thoroughly recorded in ta-

bles. The precision of the feature extraction, 

object recognition, and classification methods 

are all crucial factors. Then, we provide a 

thorough analysis of the terms used to describe 

violence. Finally, we talked about challenges 

for violence detection in video. Our study 

could provide insight on techniques and meth-

ods for spotting violent conduct in surveil-

lance videos. 
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